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Abstract 

Predicting house price accurately can reflect the popularity of the housing market and help making decisions for 

investors and policymakers. Statistics of macro factors are commonly used for house price forecasting; however, 

macro factors obtained from government reports have defect of time lag and may impair the prediction 

performance. Google Trends data can serve as a leading sentiment indicator of people’s attitudes and expectations 

toward the housing market and help improve house price prediction. Therefore, this study proposes a new 

methodology framework for house price prediction with Google Trends data. Recursive Feature Elimination (RFE), 

a feature selection method, is utilized to remove noisy data and improve feature quality. Gradient Boosting 

Decision Tree (GBDT) is adopted to establish models for house price forecasting. Real estate-related Google 

Trends data, along with the fundamental house price index (HPI) data are collected to predict the growth rate of 

HPI in the United States. Results show that RFE can effectively remove irrelevant features and improve the model 

performance. GBDT has higher and more stable prediction accuracy than other prediction models, especially when 

the predicted time span is long. Compared with models including fundamental HPI data only, models containing 

Google Trends data can exhibit higher and more stable prediction accuracy for long time span forecasting. Three 

categories of Google Trends indices, including “house rent”, “housing market & real estate market”, and 

“mortgage & real estate agency” are found to be the most important indicators of the variation of HPI growth rate. 

Keywords: house price prediction, growth rate of house price index, Google Trends, gradient boosting decision 

tree, recursive feature elimination 

1. Introduction 

House price plays an important role in modern society [1]. House price can influence not only the real estate market, 

but also the consumption level of local civilian, land finance income of local government, and even the economic 

development level of a region and a country [2–4]. A stable and healthy housing market will improve the economic 

development, while a stagnant or overheating housing market could threaten social stability [5,6]. Since the Great 

Recession of 2008, which was triggered by the bursting of the U.S. housing bubble [7], more scholars have 

conducted studies on house price. Their research directions can be briefly divided into three aspects, including the 

influential factors of house price [8], the effectiveness of control policies on house price [9], and house price 

prediction [10]. Especially, house price prediction is always a hot research topic in both academia and house market. 

Predicting house price accurately can present the developing housing trend and help making decisions for investors 

and policymakers [11,12]. House buyers can make reasonable investment decisions and governments can 

reallocate housing resources according to the predicted house price.  

Many scholars have conducted research on house price prediction. For example, Varma et al. [13] used weighted 

mean of various regression techniques to predict house prices. The weighted mean model obtained minimum error 

than individual algorithm on house price prediction. Wei and Cao [14] used dynamic model averaging (DMA) 

approach to predict house price change in China and they concluded that DMA obtained better prediction 

performance than traditional models (e.g., Bayesian model). However, most existing studies adopted statistical 

methods for house price foresting (e.g., DMA approach [16], the multivariate probit model [17], and the auto-

regression model [11]). The statistical methods are developed with predefined assumptions (e.g., linearity, data 

distribution). If the specific assumptions are not fulfilled in practical house price datasets, the prediction 

performance may be affected. Therefore, this study aims to use a non-linear machine learning method namely 

Gradient Boosting Decision Tree (GBDT) to improve the performance of house price prediction [1,6,11]. 
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Another limitation of existing studies is that most studies forecasted the house price using statistics of macro 

factors such as economy, industry, demography and policy. For example, Wang et al. [8] collected eight influential 

factors such as land price, development costs, the profits of developers, and economic development trend to forest 

house price change. However, macro factors obtained from government reports have defect of time lag. For 

example, the data for a given month/year are usually released in the next month/year, and they may be revised 

later. Therefore, the available data cannot reflect the current level of macro activity and this may impair the 

performance of house price prediction. Besides, these macro factors are objective statistics of social activities, 

while house price is mainly determined by supply and demand (subjective behavior). Therefore, macro factors 

cannot fully explain the complex variation of house price [15].  

The lucky thing is that Google Trends can address the data limitations. Google Trends provides daily reports on 

the volume of queries related to various activities. Google Trends data provide an insight into the top activities 

people are interested in, and serve as a leading sentiment indicator of people’s attitudes and expectations toward 

the specific activity [16]. A few researchers have adopted Google Trends index to study other economic activities. 

For example, Choi and Varian [16] concluded that models with google trends variables were superior than models 

without these predictors, such as a 21.5% increase in sale prediction of motor vehicles and a 13.6% increase in 

prediction of unemployment benefits. The existing research has shown that internet search volume can help 

improve performance of economic activity prediction. However, few studies have used Google Trends for house 

price prediction. Wei and Cao [16] used Google search index as an additional predictor, along with the traditional 

macroeconomic indicators to predict house price change in 30 major Chinese cities. However, they used only one 

search indicator of “house price”, which may limit the contribution of Google Trends data on house price 

prediction. 

The limitations of existing studies on house price prediction are summarized as follows: Firstly, previous studies 

only used a few of Google Trends features, which cannot fully utilize the power of Google Trends data on house 

price foresting. Secondly, most existing studies adopted statistical methods for house price foresting, which are 

based on predefined assumptions (e.g., linearity, data distribution). If the specific assumptions are not fulfilled in 

practical house price datasets, the prediction performance may be affected. Thirdly, previous studies seldom 

conducted feature selection because the collected macro features are very limited. This study aims to collect a 

large number of Google search indices related to house price; however, one potential risk is that noise and 

unimportant features will also increase. Therefore, a proper feature selection method should be implemented to 

eliminate the irrelevant features and improve prediction performance.  

Therefore, this paper proposes a new methodology framework for house price prediction with Google Trends data. 

Recursive Feature Elimination (RFE), a feature selection method, is utilized to remove noisy data and improve the 

quality of the Google Trends features. A non-linear machine learning method namely Gradient Boosting Decision 

Tree (GBDT) is adopted as the major algorithm for house price forecasting. The proposed framework is applied 

for house price prediction in the United States. Month-over-month (MoM) growth rate of house price index (HPI) 

is selected as prediction target. Historical HPI data and 29 real-estate-related Google search indices, including 

information of real estate industry, macro-economy, mortgage, employment and others are collected as model 

inputs. Prediction performance of the proposed framework is well evaluated and the most important Google search 

indices related to HPI growth rate are uncovered and analyzed. 

The structure of the paper is organized as follows: Section 2 introduces the methodology framework; Section 3 

presents the case study; Experimental results are analyzed in Section 4 and Section 5 concludes the work.  

2. Methodology Framework 

Figure 1 presents the methodology framework proposed in this paper. It consists of three parts, data collection and 

preprocessing, model application and discussion. Firstly, house price index (HPI) data and real-estate-related 

Google Trends indices are collected. These data are well preprocessed to construct time-series samples. The 

Gradient Boosting Decision Tree-based Recursive Feature Elimination (GBDT-RFE) model is then applied to 

select the most important Google Trends features. The selected features are then input into the prediction models. 

Models with different algorithms and models with different time spans are evaluated and compared. Finally, 

feature importance are calculated by GBDT method and the most important Google Trends features related to HPI 

growth rate are analyzed.  
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Figure 1. Methodology framework 

 

2.1 GBDT Algorithm 

2.1.1 Classification and Regression Tree 

As shown in Figure 1, GBDT is the major prediction model adopted in this paper. GBDT is an ensemble learning 

method developed based on Classification and Regression Tree (CART) and the Gradient Boosting process [17–

20]. 

CART is one kind of decision trees which selects the best split attribute and split node of each tree based on the 

variance of the sum [21]. For an arbitrary split attribute j and its corresponding split node s, the given dataset R =
{𝑥𝑖 , 𝑦𝑖}, 1 ≤ 𝑖 ≤ 𝑁 can be split into dataset 𝑅1 and 𝑅2. When the mean square error of 𝑅1 and 𝑅2 and their sum 

reach the smallest values, j can be considered as the best split attribute and s as the best split node. Mathematically, 

this process can be expressed as Equation (1).  

 

min⏟
j,s

[min⏟
c1

∑ (yi − c1)2

xi∈R1(j,s)

+ min⏟
c2

∑ (yi − c2)2

xi∈R2(j,s)

] (1) 

where  c1 represents the output mean value of R1, c2 represents the output mean value of R2. The output of the 

node and the final output of the tree can be expressed as Equation (2) and Equation (3), respectively.  

 Ĉm =
1

𝑁𝑚

∑ 𝑦𝑖

𝑥𝑖∈𝑅𝑚(𝑗,𝑠)

 , 𝑥 ∈ 𝑅𝑚 , 𝑚 = 1,2 (2) 

 

f(x) =  ∑ Ĉm𝐼(𝑥 ∈ 𝑅𝑚)

𝑀

𝑚=1

 

 

(3) 

 

2.1.2 Gradient Boosting 

Single CART usually has the problems of overfitting and weak generalization. To overcome the problems, GBDT 

combines multiple CARTs using Gradient Boosting [22]. Specifically, GBDT takes the minus gradient of the loss 

function of the last CART as the pseudo-residual and fits the current CART to the pseudo-residual. It keeps 

building trees to fit the residual until the aggregation of the loss function is minimized. Mathematically, for the ith 

sample on the (m-1)th tree, the pseudo-residual of its loss function can be expressed as Equation (4).  

 
𝑟𝑖𝑚 = − [

𝜕𝐿(𝑦, 𝑓(𝑥𝑖))

𝜕𝑓(𝑥𝑖)
]

𝑓(𝑥)=𝑓𝑚−1(𝑥)

 (4) 

The output of the final leaf node of the mth tree then can be expressed as Equation (5).  

 𝑐𝑚𝑗 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑐1

∑ 𝐿(𝑦𝑖 , 𝑓𝑚−1(𝑥𝑖)

𝑥𝑖∈𝑅𝑚𝑗

+ c) (5) 

The learning model can be formulated as Equation (6).  
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𝑓𝑚(𝑥) =  𝑓𝑚−1(𝑥) + ∑ 𝑐𝑚𝑗𝐼(𝑥 ∈ 𝑅𝑚𝑗)

𝐽

𝑗=1

 (6) 

The final CART given by GBDT is shown in Equation (7).  

 

f̂(x) = ∑ ∑ 𝑐𝑚𝑗𝐼(𝑥 ∈ 𝑅𝑚𝑗)

𝐽

𝑗=1

𝑀

𝑚=1

 

 

(7) 

 

2.1.3 Feature Importance 

Except the great prediction ability of GBDT, the ability of GBDT in measuring feature importance is also utilized 

in this paper [12,19,20,23]. GBDT measures the feature importance based on the decrement of mean square error 

when each attribute is split [24]. For attribute j, its importance in one tree can be calculated by Equation (8).  

 

𝐽𝑗
2̂(𝑇) = ∑ 𝑖𝑡

2̂1(𝑣𝑡 = 𝑗)

𝐿−1

𝑡=1

 (8) 

where L represents the number of leaf nodes and vt represents the variables related with node t. Importance of j 

in all the M trees in GBDT can be expressed as Equation (9).  

 

𝐽𝑗
2̂ =

1

𝑀
∑ 𝐽𝑗

2̂(𝑇𝑚)

𝑀

𝑚=1

 (9) 

2.2 RFE Algorithm 

Compared with previous studies which utilized Google Trends data (e.g., house price, house rent) for house price 

prediction, real-estate-related Google search volume data collected in this paper are in a larger number and more 

comprehensive [20,23]. However, among the collected data, some of them might be redundant. They will not only 

slow down the calculation process but also lead to overfitting and lower the modeling performance. To remove 

these noisy features and ensure the modeling performance, a feature selection method named RFE is implemented 

in this paper.  

RFE is a recursive process which aims at removing the weakest features until the pre-set number of features is 

reached and utilizing the remained features to fit a base model [25]. Whether the feature is weak or not is 

determined based on the coefficients or feature importance calculated by the base model [26,27]. By recursively 

eliminating a feature or a group of features per iteration, RFE eliminates dependencies and collinearity that may 

exist in the model. Pseudo code of the RFE algorithm is shown in Table 1. In this paper, GBDT is adopted as the 

rank model of RFE.  

 

Table 1. Pseudo code of RFE 

Algorithm 1: RFE algorithm 

input： 

 training dataset 

 feature sets F; 

 model 

 step m 

  

process： 

 for I in range(1:n+1, m): 

  rank F by model 

  fl = the last m important features 

  Rank[int(n/m)-i+1] = fl 

  pop fl from F 

 

Output: Rank 
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Overall, in this paper, a model based on GBDT and RFE is proposed for house price prediction and feature analysis. 

The model considers not only the historical house price data as the prediction indicator, but also a large number of 

real-estate-related Google Trends data for prediction. The data are well preprocessed and selected. To verify the 

effectiveness of the proposed methodology, a case study is conducted in Section 3.  

3. Case Study 

3.1 Data Collection 

3.1.1 Growth rate of house price 

The United States is selected as the study area in this paper due to the data availability. This study collects the 

monthly American HPI data between 2004 and 2017 provided by Freddie Mac [28] for experiments. The MoM 

growth rate of HPI are calculated in Equation (10). Calculation formulation is presented in Equation (10).  

 
𝑔𝑟𝑡 =  

ℎ𝑝𝑖𝑡

ℎ𝑝𝑖𝑡−1

− 1 (10) 

where 𝑔𝑟𝑡  indicates the growth rate of HPI at time 𝑡; ℎ𝑝𝑖𝑡  and ℎ𝑝𝑖𝑡−1  donate the HPI at time 𝑡 and 𝑡 − 1 

separately. 

168 samples of HPI growth rate during the study period is presented in Figure 2. It can be observed that the HPI 

growth rate follows a certain variation cycle. During one year, HPI growth rate first increases month by month, 

reaches its peak in the middle of the year, and then begins to fall. It can also be observed that the HPI growth rate 

kept decreasing from 2004 to 2008 and shows the first negative growth in 2006. The HPI growth rate reached the 

lowest point at the end of 2008 due to the bursting of the US housing bubble and the great recession. After 2009, 

the HPI growth rate began to rebound and became positive in 2013. The variation of the growth rate showed a 

stable trend during 2013 and 2017.  

 

Figure 2. The MoM growth rate of HPI from 2004 to 2017 

 

3.1.2 Google Trends Data 

Google Trends is a website providing an index of the volume of Google queries by geographic location and 

category [29]. Considering the variation of the overall Google queries in different years, the query share, instead 

of the real search volume is firstly calculated. The query share is the ratio of the term’s search volume to the sum 

of the total search volume in a given region at a given time. The values of the query share are then normalized to 

calculate the values of query index to indicate the popularity of the search term.  

Google Trends data are collected as predictors for house price forecasting in this paper. To comprehensively 

explore the effect of Google Trends data on HPI growth rate prediction, five aspects of economic activities are 

considered, including real estate industry, macro-economy, mortgage, employment and others. As is shown in 
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Table 2, 29 key words (search terms) related to the five aspects are defined for HPI growth rate foresting. It is 

worth noting that Google Trends adopts an automated classification engine to include 27 sub-categories for each 

search term. This study selects six sub-categories, which are most related to housing prices, including “all 

categories”, “real estate”, “business & industrial”, “finance”, “law & government”, and “jobs & education”. Based 

on this fact, the feature dimension of Google Trends data at a given time point is 174 (29*6=174).  

 

Table 2. Google Trends indices 

Aspects key words 

Real estate industry 

house price 

house rent 

housing market 

real estate market 

land price 

land value 

real estate agency 

Macro-economy 

economic 

financial crisis 

economic crisis 

economic growth 

cpi 

stock 

gdp 

income 

interest rate 

Mortgage 

mortgage 

bank 

loan 

Employment 

unemployment 

employment 

job 

hire 

recruitment 

salary 

Others 

population 

immigration 

federal fund 

invest 

 

3.2 Data Preprocessing 

The collected HPI growth rate data and Google Trends data are in time-series [20,23]. This study adopts the rolling 

window (RW) method to construct time-series samples for HPI growth rate prediction [30]. The form of time 

series samples is expressed as Equation (11) 

 �̂�𝑡+ℎ = 𝑓(𝑥𝑡−1, 𝑥𝑡−2, … , 𝑥𝑡−𝑛 , 𝑔𝑡−1
1 , 𝑔𝑡−2

1 , … , 𝑔𝑡−𝑛
1 , … , 𝑔𝑡−1

𝑘 , 𝑔𝑡−2
𝑘 , … , 𝑔𝑡−𝑛

𝑘 ) (11) 

where �̂�𝑡+ℎ indicates the predicted HPI growth rate at time 𝑡 + ℎ; h represents the time span for prediction; 𝑥𝑡−𝑖 

represents the value of the HPI growth rate at time t-i; k represents the total number of Google Trends features; 

𝑔𝑡−𝑖
𝑙  represents the popularity of the lth Google Trends feature i months ago; and n represents the value of rolling 

window size or time lag.  

Since the variation of the HPI growth rate follows an annual cycle and in order to consider enough information in 

model establishment, this paper sets the window size as 24 (months). Feature dimension of Google Trends data 

then can be expanded to 29*6*24=4176. The form of each Google Trends feature is in “keyword_category_n” 

(1 ≤ n ≤ 24).  
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3.3 Feature Selection 

After data collection and preprocessing, each sample contains 4176 Google Trends features and 24 HPI features. 

This large feature scale has never been achieved by studies on house price prediction or Google Trends-related 

research. Such a large feature scale can obviously improve the performance of HPI growth rate prediction and find 

more interesting conclusions. However, some features might be redundant [31,32]. They will not only slow down 

the calculation process but also lead to overfitting and lower the modeling performance. Therefore, feature 

selection should be conducted in this study to eliminate the noise features and improve prediction performance. 

This study adopted the RFE method for feature selection. GBDT is selected as the rank model of RFE. It can be 

seen from Table 1 that the number of features to remove per loop and the number of features to remain are two 

important parameters of RFE. In this paper, the former is pre-set as 1 and the latter needs to be further optimized. 

R-square is used to evaluate the performance of the models with different numbers of remained features. Higher 

value of R-square means better model performance.  

To explore the effectiveness of Google Trends data for house price prediction, this study constructs three different 

models with different inputs: (1) 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼  with HPI growth rate data only, (2) 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 with Google 

Trends data only, and (3) 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 with HPI growth rate data and Google Trends data. Five-

fold cross-validation is applied to improve the robustness of the results. Time span h is set as 0, which indicates 

data of the previous 24 months are used to predict the HPI growth rate in the next month. The number of remained 

features in 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠  is optimized in Figure 3 for an illustration. The results shows that the R-square 

value increases dramatically at first and then decreases slightly as the number of remained features increases. 

When the number of remained features is 59, the model obtains the highest R-square value. Therefore, the optimal 

number of remained features is 59 for 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠. Similarly, the optimal number of remained features is 

33 for 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠and 14 for 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 . 

 

Figure 3. Optimization of the number of remained features in 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠   

 

The selected features for 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠, 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 and 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼  are presented in Table 

3, Table 4 and Table 5, respectively. To further analyze the selected features, the category percentages of the 

selected features for 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 and 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 are presented in Table 6 (statistics from 

Table 3 and Table 4). The results show that 36% and 42% of the remained features are under “all categories” for 

𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠  and 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠  separately. The percentages of other categories for both 

models are similar (lower than 15%). This suggests that key words under “all categories” are closely related to 

HPI growth rate and can better reflect the search behavior of users.  

 

Table 3. Selected features for 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 

# feature key word category lag 

1 bank All categories 20 

2 bank Real Estate 4 

3 cpi Business & Industrial 3 
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4 economic All categories 15 

5 economic All categories 7 

6 economic Jobs & Education 14 

7 economic crisis All categories 19 

8 economic growth All categories 15 

9 economic growth All categories 3 

10 economic growth Jobs & Education 8 

11 employment Real Estate 23 

12 financial crisis All categories 8 

13 financial crisis Law & Government 22 

14 gdp Jobs & Education 9 

15 hire All categories 21 

16 hire All categories 22 

17 hire All categories 23 

18 hire All categories 24 

19 hire Business & Industrial 13 

20 hire Business & Industrial 24 

21 house rent All categories 11 

22 house rent All categories 12 

23 house rent Law & Government 10 

24 housing market All categories 16 

25 housing market All categories 23 

26 housing market Real Estate 13 

27 immigration All categories 8 

28 immigration All categories 9 

29 immigration Finance 15 

30 immigration Finance 7 

31 immigration Law & Government 17 

32 immigration Law & Government 19 

33 income All categories 13 

34 income All categories 14 

35 income All categories 15 

36 income Finance 14 

37 income Finance 2 

38 income Finance 22 

39 income Law & Government 14 

40 invest Jobs & Education 6 

41 job Business & Industrial 16 

42 job Business & Industrial 17 

43 job Finance 14 

44 job Finance 7 

45 loan Finance 17 

46 loan Jobs & Education 16 

47 loan Jobs & Education 17 

48 loan Jobs & Education 21 

49 loan Jobs & Education 22 

50 loan Real Estate 1 

51 mortgage Law & Government 3 

52 mortgage Law & Government 5 

53 mortgage Real Estate 18 

54 real estate market Real Estate 17 

55 real estate market Real Estate 18 

56 salary Real Estate 10 

57 salary Real Estate 11 

58 stock All categories 22 

59 unemployment Jobs & Education 24 
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Table 4. Selected features for 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 

# feature key word (or HPI growth rate) category lag 

1 economic All categories 22 

2 economic All categories 9 

3 economic crisis Business & Industrial 18 

4 financial crisis All categories 1 

5 financial crisis All categories 8 

6 hire All categories 22 

7 immigration All categories 8 

8 immigration Law & Government 7 

9 income All categories 12 

10 income All categories 13 

11 income All categories 24 

12 income Finance 13 

13 income Finance 2 

14 income Jobs & Education 9 

15 income Law & Government 12 

16 income Law & Government 13 

17 HPI growth rate / 1 

18 HPI growth rate / 10 

19 invest All categories 12 

20 invest Jobs & Education 5 

21 job Business & Industrial 17 

22 land value Finance 12 

23 land value Real Estate 5 

24 loan Business & Industrial 3 

25 loan Finance 16 

26 loan Jobs & Education 20 

27 mortgage Jobs & Education 16 

28 mortgage Real Estate 16 

29 mortgage Real Estate 18 

30 real estate agency All categories 5 

31 real estate market All categories 17 

32 real estate market All categories 18 

33 salary Real Estate 20 

 

Table 5. Selected features for 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼  

window size lag 

24 1, 2, 3, 5, 6, 10, 11, 12, 15, 16, 18, 19, 22, 24 

 

Table 6. Category percentage of the selected features for 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 and 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 

category 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 

All categories 36% 42% 

Business & Industrial 8% 10% 

Finance 14% 13% 

Jobs & Education 15% 13% 

Law & Government 12% 10% 

Real Estate 15% 13% 

 

4. Prediction Results and Analysis 

4.1 Model Comparison 

This paper aims at predicting the MoM growth rate of HPI using Google Trends data. GBDT algorithm is selected 

as the prediction model. Five-fold cross-validation is applied to improve the robustness of the results. To prove 
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that GBDT is a reasonable choice for house price prediction, Multiple Linear Regression (MLR), Ridge Regression, 

Support Vector Machine (SVM) and Random Forest (RF) are adopted in this paper as benchmarks. The 

comparison results of 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 are presented in Table 7. The results show that GBDT has better 

prediction performance than other methods on HPI growth rate prediction. GBDT obtains the highest R-square 

values of 0.944 in 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠. 

 

Table 7. Model comparison 

Model MLR Ridge SVM RF GBDT 

𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 0.863 0.924 0.908 0.917 0.944 

 

It is worth noting that results in Table 7 are given based on the time span of 0. As Ridge Regression and GBDT 

obtains the highest prediction performance in 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 , to further analyze the modeling 

performance, prediction accuracy of these two methods for longer predicted time spans are compared. The range 

of time span is (0, 24). R-square values of the Ridge Regression and GBDT methods with different time spans are 

compared in Figure 4. 

 

Figure 4. Comparison of Ridge Regression and GBDT using (a) HPI data and Google Trends data, (b) HPI data 

only, and (c) Google Trends data only 
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The results show that when the model uses HPI data and Google Trends data, or HPI data only as inputs, R-square 

values of GBDT overall are higher than Ridge Regression as the time span changes. Especially, as the time span 

becomes longer, R-square values of Ridge Regression keep decreasing while values of GBDT can keep high and 

stable. When only the Google Trends data are used as indicators, R-square values of the two models do not have 

too much difference. However, as the time span changes, values of GBDT model with Google Trends data are 

more stable than Ridge Regression model. Overall, it can be concluded that compared with Ridge Regression and 

other methods, GBDT has higher and more stable prediction performance for long term prediction. GBDT is a 

reasonable choice for HPI growth rate prediction. 

4.2 Effectiveness of Google Trends Data 

In this paper, a number of real-estate-related Google search indices are collected as the indicators of HPI growth 

rate prediction. To investigate whether these data can help improve the prediction accuracy, R-square values of 

GBDT models with different inputs are presented in Figure 5. The green dotted line represents the R-square values 

of 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠, the black dotted line represents the R-square values of 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 , and the red line 

represents the R-square of 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 . The results show that R-square values of 

𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼 𝑎𝑛𝑑 𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 and 𝑀𝑜𝑑𝑒𝑙𝐺𝑜𝑜𝑔𝑙𝑒 𝑇𝑟𝑒𝑛𝑑𝑠 are much higher and more stable than that of 𝑀𝑜𝑑𝑒𝑙𝐻𝑃𝐼  as 

the time span becomes longer. This suggests that Google Trends data can effectively improve the performance of 

house price prediction, especially when the predicted time span is long. This is because Google Trends data can 

provide an insight into the housing market, and serve as a leading sentiment indicator of people’s attitudes and 

expectations toward the house price. Google Trends indices are early market indicators and they can improve the 

prediction performance with long time span. 

 
Figure 5. R-square values of GBDT with different model inputs 

 

Table 8. Feature importance 

Model inputs Feature Category Lag Average feature importance 

Google Trends data only 

Mortgage Real estate 18 0.0898 

Housing market All categories 23 0.0840 

Real estate agency All categories 12 0.0770 

Real estate market All categories 2 0.0475 

House rent All categories 11 0.0378 

Google Trends data and HPI data 

HPI growth rate \ 1 0.2108 

Mortgage Real estate 18 0.1234 

Real estate agency All categories 5 0.0723 

Real estate market All categories 17 0.0688 

House rent All categories 2 0.0530 
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4.3 Feature Importance and Analysis 

This paper has concluded that Google Trends index has considerable impacts on the prediction of HPI growth rate. 

To identify the important Google Trends features, two GBDT models are used for feature selection. One GBDT 

model only uses the Google Trends data as inputs and the other uses the HPI data and the Google Trends data as 

inputs. Time span for the predicted HPI growth rate is set as 0, 6, 12 and 24 months. Final feature importance is 

calculated based on the average feature importance of the four time spans. Top 5 most important features given by 

the two models are presented in Table 8.  

The results show that the Top 5 most important features in two GBDT models are similar. To further understand 

the correlations between HPI growth rate and real-estate-related Google search indices, three categories of key 

words, including house rent, housing market & real estate market, and mortgage & real estate agency are analyzed 

in detail in the following of the study. 

4.3.1 House Rent 

To analyze the relationship between the Google Trends index of “house rent” and the MoM growth rate of HPI, 

variation of the search popularity of “house rent_all categories” during the study period is presented in Figure 6.   

 

Figure 6. Variation of the search popularity of “house rent_all categories” during 2004 and 2017 

 

The results show that people’s interests on house rent keep increasing during 2004-2017. This suggests that 

people’s needs for house renting are increasing. Figure 6 also shows that the variation of house rent follows a 

seasonal fluctuation. Its search popularity is relatively higher in the middle, or the summer of a year and lower in 

the winter of the year. This indicates that people’s house renting needs are higher in summer. Possible reasons 

include: it would be more challenging to move in winter since most of cities in America have snowy or icy weather 

in winter; there are more holidays such as Easter and Christmas in winter and people might not want to be busy 

running for house moving during holidays; families with school-age children might be more like to move during 

the summer break [33]. 

Based on the same reasons, house buying might have the same seasonal fluctuation with house renting [33]. The 

demand for buying a house could be higher in summer but lower in winter. Higher demand, consequently, would 

lead to higher price [34]. Therefore, compared Figure 6 with Figure 2, it could be concluded that the seasonal 

fluctuation of the MoM growth rate of HPI might be partly caused by the seasonal demand for renting or buying 

houses. 

4.3.2 Housing Market & Real Estate Market 

“Housing market_all categories” and “real estate market_all categories” are another two important Google Trends 

indices related to HPI growth rate uncovered in this paper. Both of them reflect people’s interests in buying, renting 

or investing in a house. Variations of the search popularity of these two features are presented in Figure 7.  
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Figure 7. Variation of the search popularity of (a) housing market_all categories and (b) real estate market_all 

categories during 2004 and 2017 

 

The results show that the search popularity of the two key words keeps increasing from 2004 and reaches the 

highest points around 2007 and 2008. This is because that in 2004, the America government increased the federal 

fund rate [35]. Consequently, the housing mortgage cost increased and the housing market bubble which had been 

accumulated since 2001 started to burst. People who has bought or invested in a house apparently wanted to know 

if their asset values would increase or decrease under the situation. Therefore, they would search more housing 

market or real estate market-related information on the Internet.  

Compared Figure 7 with Figure 2, it can be seen that before the HPI growth rate reaches in lowest point in 2008, 

people’s interests on housing market or real estate market have kept increasing in an abnormally fast speed. This 

suggests that people’s abnormal high interests in housing market could be used as an indicator for an upcoming 

economic risk [36]. After 2008, the search popularity of the two key words decreases and gradually becomes stable. 

At the same time, HPI growth rate shows a slight increasing and stable changing trend. This further indicates that 

people’s interest in housing market could be a useful indicator of the stability and health of the housing market.  

 

Figure 8. Variation of the search popularity of (a) mortgage_all categories and (b) real estate agency_all 

categories during 2004 and 2017 

 

4.3.3 Mortgage & Real Estate Agency 

“Mortgage_real estate” and “real estate agency_all categories” are two important factors people need before 

buying or investing in a house. Variations of the search popularity of these two features are shown in Figure 8. It 

can be seen that the search popularity of the two key words keeps decreasing in a fast speed from 2004 to 2010, 
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and then stays in a low and stable status. This is partly related to the increasing federal fund rate, too. As the cost 

of buying a house by mortgaging increases, people are less interested in finding a proper mortgage or a real estate 

agency to buy or invest in a house. As a result, the search popularity becomes low. Compared Figure 8 with Figure 

2, it can be inferred that the decreasing demand of houses might be one of the reasons of the decreasing HPI growth 

rate from 2004 to 2008.  

5. Conclusions 

This study proposes a new methodology framework for house price prediction. Real estate-related Google Trends 

data, along with the fundamental HPI data, are collected to predict the MoM growth rate of HPI in the United 

States. A non-linear machine learning method namely GBDT is adopted as the major prediction model and the 

RFE model is utilized for feature selection. Three categories of models are constructed in this paper, including 

models with HPI data only, models with Google Trends data only, and models with HPI data and Google Trends 

data. The main conclusions are summarized as follows: 

 RFE can effectively remove irrelevant or redundant features and improve the model performance.  

 When selecting Google Trends data, the key words under the category of “all categories” usually can provide 

more information and are more important for HPI growth rate prediction. 

 Compared with other prediction models, GBDT has higher and more stable performance for HPI growth rate 

prediction, especially when the predicted time span is long.  

 Compared with models including fundamental HPI data only, models containing Google Trends data can 

exhibit higher and more stable prediction accuracy for long time span prediction. 

 Three categories of Google Trends indices are the most important indicators of the HPI growth rate prediction. 

They are house rent, housing market & real estate market, and mortgage & real estate agency.  

However, due to data availability, only the MoM growth rate of HPI is studied in this paper. Future work needs to 

collect more data for long-term HPI prediction (e.g., season-over-season or year-over-year HPI prediction) by the 

proposed framework and provide more insight views of HPI variation.  
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