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Abstract 

With cyberattacks increasing in volume and number, organizations are increasingly at risk of adverse financial and 

reputational impacts. Cyber attackers are quick to implement technologies like Generative Artificial Intelligence 

(GAI) to enhance attacks, while organizations have yet to fully benefit from GAI to improve cybersecurity defenses. 

This scoping literature review analyzes current research and identifies gaps in the literature about how Generative 

Artificial Intelligence (GAI) can be used to enhance cybersecurity resilience. The analysis includes an overview 

of GAI, ethical considerations and challenges, future directions and research opportunities, and a discussion of 

how this GAI research can be applied.   

Keywords: Artificial Intelligence (AI), cybersecurity, Generative Artificial Intelligence (GAI), information 

security 

1. Introduction 

In 2023, over 350 malicious intrusion attempts were made on organizations every second, representing a 6% 

increase over the prior year (SonicWall, 2024). Nearly 9 out of every 10 U.S. organizations are at risk of 

experiencing a cyberattack within a year that will result in significant financial loss (Petrosyan, 2024). For an 

organization that experiences a cyberattack, not only is there a financial cost from the remediation activities, but 

there is also an adverse impact on the organization’s reputation (Huang et al., 2023; Juma'h & Alnsour, 2020; 

Makridis, 2021). Costs and impacts are considerable, especially in the case of a data breach or ransomware attack. 

Recovering from a data breach can cost a U.S. organization an average of $9.44 million (Huang et al., 2023), with 

higher costs found in the healthcare industry (Seh et al., 2020). Consider that between 2002 and September 2023, 

there were over 17,500 data breaches in the United States (Privacy Rights Clearinghouse, 2023). Near the end of 

2023, the massive National Public Data breach exposed data, including Social Security numbers, for almost 170 

million people (Microsoft, 2024), representing about one out of every three people in the U.S. (US Census Bureau, 

2024). By October 2024, National Public Data’s parent company filed for bankruptcy as the company was unable 

to pay for the costs associated with the breach (Rundle & Nash, 2024). While data breaches impact organizations 

and individuals financially, other types of cyberattacks can have more devastating consequences.  

Ransomware, a type of cyberattack where an organization’s technology systems are rendered inoperable and data 

inaccessible, impedes an organization’s ability to maintain operations (Lee, 2024). For hospitals, this has meant 

delays in care when patients in ambulances are routed to other facilities, postponements of tests and procedures 

(Lee, 2024), and a reduction in access to technology that provides live-saving monitoring and care – allegedly 

causing the death of a newborn (Poulsen et al., 2021). The 2021 attack on Colonial Pipeline forced the organization 

to close the largest gasoline pipeline in the U.S. (Eaton et al., 2021), resulting in gas shortages and price increases 

(Rust & Ruiz, 2021). Water utilities have also been victims of ransomware attacks, causing one town’s water 

system to overflow (Miller, 2024) and raising concerns over the stability and security of municipal water supplies 

(Lee, 2024; Lyngaas, 2023; Shipkowski, 2024). Both data breaches and ransomware can have significant negative 

impacts on individual lives as well as on the organizations that experience them.  

Cyber attackers use the latest Generative Artificial Intelligence (GAI) tools to improve the quality of their social 

engineering activities and scale up the volume of attacks within or across organizations (Google Cloud, 2023). 

The National Institute of Standards and Technology (2024) identified 12 risks that are unique to or made worse by 

GAI and provides over 200 recommended actions to mitigate those risks. Given the power of GAI tools to mitigate 

risk and detect attacks, almost 70% of organizations surveyed by PricewaterhouseCoopers (2023) expect to use 
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GAI to improve their cyber defenses but have yet to make the most of GAI's capabilities to strengthen cybersecurity 

(Mamgai, 2023). With more than 1 in 4 surveyed organizations impacted by a cyber incident within a recent 12-

month period (World Economic Forum & Accenture, 2024), over 55% of respondents believed that GAI would be 

more advantageous to cyber attackers than to defenders over the next two years. To improve cybersecurity 

resilience, organizations need to understand how to benefit from the new capabilities of GAI, including better 

detection of potential threats and improved automated responses to incidents (Gupta et al., 2023; Sai et al., 2023). 

This research analyzes the literature to understand what is currently known so that leaders can make an informed 

assessment about the benefits of GAI to cybersecurity resilience based on defined business use cases at an 

organization.  

2. Method 

Recognizing that GAI is an evolving research topic, a scoping review was chosen to explore the existing literature 

about cybersecurity and GAI rather than a systematic or narrative (traditional literature) review. Scoping reviews 

are used to map currently available evidence, identify knowledge gaps, understand how research has been 

conducted, and clarify definitions and concepts about a topic (Munn et al., 2018; Peters et al., 2024; Stratton, 2019; 

Verdejo et al., 2021). Contrast this focus with systematic reviews, which are often used for hypothesis testing and 

analyzing existing data for well understood topics, and narrative reviews, which are unstructured and used to frame 

a research focus (Munn et al., 2018; Peters et al., 2020; Snyder, 2019; Stratton, 2019).  The flexibility to include 

different types of methodologies (qualitative and quantitative) along with other peer-reviewed literature, like 

conference papers and editorials, provides a breadth of sources for emerging areas of research (Munn et al., 2018; 

Peters et al., 2024; Stratton, 2019; Verdejo et al., 2021). The following section will detail the structure of the 

scoping review, including the research question, inclusion criteria, exclusion criteria, search strategy, and results 

analysis. 

2.1 Research Question 

The following research question was used to focus the scoping review: “How can organizations benefit from the 

new capabilities of GAI to improve cybersecurity resilience?” This question is designed to explore the existing 

knowledge of the topic, the potential applications, and identify knowledge gaps.  

2.2 Inclusion Criteria 

Peer-reviewed, full-text articles in the English language were selected. Keywords were combinations of 

“cybersecurity” or “cyber security” with any one of the terms “generative artificial intelligence,” “generative AI,” 

“genAI,” or “GAI,” found in the title, abstract, or keywords. As ChatGPT is one of the commonly referenced GAI 

tools, a reference to ChatGPT or other GAI tools in the title, abstract, or keywords was considered a reference to 

GAI. There were no limitations on the publication date as GAI is a recent term. 

2.3 Exclusion Criteria 

Articles where the full text was unavailable, the source was not peer-reviewed, not in English, or either pre-

publication or pre-print were excluded. Also excluded were results that contained no research information: 

messages from organizing committees, lists of committee members, title pages alone, back matter, publishing 

information, grant awards with abstracts, and author indexes. Results that did not have both cybersecurity and GAI 

topics referenced within the abstract were also excluded. 

2.4 Search Strategy 

The following databases were searched on September 7, 2024: Ebook Central, EBSCO, IEEE Computer Society, 

Google Scholar, ProQuest Central, ProQuest Dissertations & Theses Global, ProQuest Historical Newspapers: 

The New York Times, ProQuest Historical Newspapers: The Washington Post, and Science Direct. Duplicates 

were removed. 

2.4 Results Analysis 

The following databases were searched on September 7, 2024: Ebook Central, EBSCO, IEEE Computer Society, 

Across all databases, 99 unique articles were found, all of which were published in 2023 or 2024. Of the unique 

articles, 59 met the exclusion criteria. The 40 sources included in the scoping review and a summary of methods 

and theories used in those sources can be found in Table 1. From the included research, 23 papers used some form 

of literature review of existing research as the methodology, and six articles were commentary, interview, or 

discussion of the topic. All 29 of these sources lacked theoretical models or frameworks. The remaining 11 articles 

used qualitative and quantitative approaches to evaluate their research and were generally focused on technical 

models or comparison of tool performance. Just three papers included theoretical models or frameworks: Jüttner 
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et al. (2024) used the Plan-Do-Check-Act framework to describe the cybersecurity lifecycle, Kam et al. (2024) 

applied grounded theory to qualitative analysis of online posts, and Ssetimba et al. (2024) defined and applied 

three technical theories - machine learning theory, natural language processing theory, and GAI theory. While 

there were multiple papers describing how GAI can be used to augment an organization’s cybersecurity (Aldasoro 

et al., 2024; Alwahedi et al., 2024; Andreoni et al., 2024; Dhoni & Kumar, 2023; Guo et al., 2024; Gupta et al., 

2024; Mahboubi et al., 2024; Mavikumbure et al., 2024; Palani et al., 2024; Pasupuleti et al., 2023; Renaud et al., 

2023; Saddi et al., 2024; Sai et al., 2024; Shahid & Imteaj, 2024; Szmurlo & Akhtar, 2024; Takale et al., 2024; 

Teo et al., 2024; Vemuri et al, 2024; Wang, 2024), there is a lack of information about how organizations are 

integrating GAI into cybersecurity defense and response in practice. The subsequent sections will provide an 

overview of GAI, ethical considerations, challenges and limitations, followed by future directions and research 

opportunities. 

3. Overview of GAI 

Often using content in the public domain, GAI is a subset of AI that analyzes and categorizes large amounts of 

information using deep learning (DL) and generative modeling techniques to create new content (Jovanovic & 

Campbell, 2022). DL is a type of machine learning where a computer uses multi-layered artificial neural networks 

to learn patterns and relationships from large amounts of data instead of by rules programmed into it (Russell & 

Norvig, 2022). Generative modeling describes the statistical technique used by a machine to create new data, like 

images and text, similar to existing data it has analyzed (Gupta et al., 2024; Jovanovic & Campbell, 2022). A 

strength of GAI is its ability to learn from vast amounts of data, which improves the accuracy of the results and 

enables the tool to provide human-like responses (Banko et al., 2002; Sai et al., 2023; Wang, 2024). GAI is a 

subset of AI that distinguishes itself in how it uses data to provide outputs. 

GAI is distinct from other types of AI in its use of generative models to create responses, while other AI 

applications use discriminative models (García-Peñalvo & Vázquez-Ingelmo, 2023). The discriminative models 

of AI are used to classify and categorize data for activities like trend analysis and predicting future outcomes 

(Kissinger et al., 2021). Contrast that with GAI, which creates new content based on the patterns learned in its 

existing data and statistical probabilities (Gupta et al., 2024; Jovanovic & Campbell, 2022). As a result of this 

capability, GAI has been used for a wide range of tasks, including creating text descriptions of images, writing 

software code from text prompts, and improving video resolution (Bandi et al., 2023).  

3.1 GAI in Cybersecurity 

GAI can be used to enhance cybersecurity capabilities for organizations and, given the power of GAI tools to 

mitigate risk and detect attacks, almost 70% of organizations expect to use GAI to improve their cyber defenses 

(PricewaterhouseCoopers, 2023). Using deep learning techniques to analyze and identify patterns in security data, 

a GAI tool is able to create simulations of future attacks along with suggestions to mitigate the attacks, enabling 

the organization to proactively strengthen its defenses (Dhoni & Kumar, 2023; Saddi et al., 2024; Sai et al., 2024; 

Vemuri et al., 2024). Deep learning brings the strength of analyzing vast amounts of data, both labeled and 

unlabeled, and working through multiple hidden layers, allowing for complex analysis (Torre et al., 2023). 

Cybersecurity techniques for attack detection that leverage deep learning include convolutional neural networks, 

autoencoder, deep Boltzmann machines, recurrent neural networks, generative adversarial networks, and deep 

reinforcement learning (Dixit & Silakari, 2021; Sarker, 2021; Torre et al., 2023).  GAI models use deep learning 

to analyze patterns in historical network traffic data that support improved detection of abnormal behaviors that 

may indicate an intrusion or data breach (Alwahedi et al., 2024; Dhoni & Kumar, 2023; Saddi et al., 2024; Sai et 

al., 2024; Vemuri et al., 2024). Similarly, the authors note that GAI models can help detect malware and phishing 

emails, enabling identified threats to be isolated proactively and preventing systems from being compromised. 

Hardware scans automated by GAI tools are capable of identifying misconfigurations or outdated software and 

providing automated notification to key personnel of what the issue is and how to remediate the problem (Dixit & 

Silarki, 2021).  By training a GAN tool on existing threats, the GAN can synthetically create variations that can 

then be used as an added layer of screening against future threat developments (Dhoni & Kumar, 2023; Hamouda 

et al., 2024; Saddi et al., 2024; Vemuri et al., 2024; Wang, 2024). Additionally, GAI can provide automated 

responses to security threats based on defined organizational rules, like sending an email alert when an anomaly 

is detected or disabling incoming messages from a particular domain (Dhoni & Kumar, 2023; Saddi et al., 2024). 

To support ongoing training and incident response readiness activities, GAI can be used to create simulated attack 

scenarios that teams can practice responding to in a controlled environment (Dhoni & Kumar, 2023; Gupta et al., 

2024). Overall, GAI provides benefits to organizations for cybersecurity applications to analyze and assess large 

quantities of information related to threat intelligence, creating simulated attacks, training for phishing 

identification, secure code creation and analysis, conduct and report behavior analysis of systems and devices, 



ijas.ideasspread.org   International Journal of Applied Science Vol. 8, No. 2; 2025 

 4 Published by IDEAS SPREAD 

 

automation of cyber defenses, and analyzing information for evidence to determine authenticity (Gupta et al., 2023; 

Saddi et al., 2024; Sai et al., 2024). The previous examples describe the current capabilities of GAI, while the 

following section will focus on the direction going forward for GAI integrations with cybersecurity and include 

examples of available tools. 

3.2 State of GAI in Cybersecurity in 2024 

GAI is capable of positively transforming cybersecurity by bolstering threat detection, automating security 

processes, and enabling proactive defense strategies, yet not all organizations are making the most of this powerful 

technology to reduce cybersecurity risk. While there are many opportunities to benefit from the enhanced 

capabilities of GAI, commercial software is still evolving to make the most of the new capabilities, as illustrated 

in Table 2. In the table, examples of GAI software are listed that assist with code vulnerability, identity 

management, incident response, phishing detection and reporting, remediation identification and guidance, and 

threat intelligence, yet there is a notable area of opportunity missing from the list: anomaly detection. Both 

generative adversarial networks and variational autoencoders have been used to generate test data in support of 

anomaly detection activities; however, these approaches have yet to be successful enough to move beyond the 

research phase (Li & Li, 2022; Lim et al., 2024). While there are software tools that address intrusion detection 

and identification of anomalies, these tools have not incorporated GAI capabilities (Intrusion Detection and 

Prevention Systems Reviews and Ratings, n.d.). Similarly, many tools support cybersecurity automation without 

using GAI, as organizations have integrated AI tools and automation with their cybersecurity defenses (Ponemon 

Institute & IBM Security, 2023). Software tools equipped with GAI offer promising capabilities to enhance 

cybersecurity functions. With this broad perspective of GAI use in cybersecurity, it is important to understand 

aspects of cybersecurity that were once the exclusive domain of human experts that can benefit from the integration 

of automation tools like AI and GAI, starting with cybersecurity risk assessment, followed by cybersecurity risk 

management and cybersecurity risk mitigation. 

4. Ethical Considerations 

GAI tools have made headlines for a variety of reasons – from new capabilities to ethical concerns about training 

and use. Responsible technology behaviors exist within the bounds of the law and in an ethical way that preserves 

security, privacy, and accuracy (Bengio et al., 2023; Kallonas et al., 2024; Panchamia et al., 2024). Used ethically, 

the positive capabilities of new technologies like AI would be maximized and negative features minimized (Russell 

& Norvig, 2022). While it would be ideal if all technologies were used ethically, that is unfortunately not the case 

for GAI. 

There are no global standards governing data privacy and ethical use, nor are there restrictions on who has access 

to the free GAI tools (Caldwell, 2023; Shahid & Imteaj, 2024), resulting in many ethical issues that need to be 

considered around confidentiality, data security, and reliably factual information. For example, generated content 

may infringe on intellectual property rights or be used to intentionally misrepresent information in a convincing 

way, which can cause problems when attempting to use the information for cybersecurity tasks like remediation 

(Gupta et al., 2024; Sai et al., 2024; Teo et al., 2024). Sometimes GAI tools present false information as a response 

without indicating that it is fictional, leading to false positive or false negative results that can be problematic for 

cybersecurity tasks like threat evaluations (Caldwell, 2023; Gupta et al., 2024; Sai et al., 2024; Teo et al., 2024; 

Truong et al., 2020). Individuals using GAI tools may not have sufficient information about the risks and 

implications of using a particular tool, which may include using their data and queries for further training 

(Jovanovic & Campbell, 2022; Sai et al., 2024). When sensitive information is used for training, there is a risk that 

it will inadvertently reproduce that information and effectively leak that data (Caldwell, 2023; Gupta et al., 2024; 

Sai et al., 2024; Teo et al., 2024). Unfortunately, these GAI tools can also be used in unethical ways to do things 

like generate malicious code, create phishing emails, produce convincing deep fake videos used for illegal purposes, 

and provide suggestions about exploitable vulnerabilities (Bandi et al., 2023; Gupta et al., 2024; Shahid & Imteaj, 

2024). From the ethical considerations of GAI in cybersecurity, the discussion moves into the challenges and 

limitations of GAI tools. 

5. Challenges and Limitations 

There are several challenges and limitations to AI tools, including GAI. For example, when the data quality of the 

learning dataset is poor due to problems with how the data is collected, structured, analyzed, or presented, the 

quality of the results provided by an AI tool will also be poor (Hassenstein & Vanella, 2022; Kaur et al., 2023; 

Parker, 2023). With AI models, the results coming from the model will reflect any biases contained within the 

learning dataset (Bandi et al., 2023; Gupta et al., 2024; Parker, 2023; Russell & Norvig, 2022; Sai et al., 2024; Teo 

et al., 2024; Turner Lee et al., 2019). Similarly, misinformation introduced into the training data – either 
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intentionally or unintentionally – can also lead to incorrect information outputs (Teo et al., 2024; Truong et al., 

2020; Zhang et al., 2022).  For organizations wanting to use their own training data for GAI cybersecurity systems, 

there will be a significant investment of time and cost (Bandi et al., 2023; Sai et al., 2024; Zhang et al., 2022). 

High quality data is no guarantee that the results can be reasonably interpreted by humans receiving the information, 

which can be of particular concern in cybersecurity applications (Sai et al., 2024). In addition, the logic used by 

GAI tools is opaque and not yet explainable, which can make it challenging to ensure that results are accurate 

(Bandi et al., 2023; Caldwell, 2023; Jovanovic & Campbell, 2022; Kaur et al., 2023; Sai et al., 2024; Teo et al., 

2024; Zhang et al., 2022). Even with the most sophisticated tools and data, these tools cannot fully replicate or 

replace human intelligence (Zhang et al., 2022). 

6. Future Directions and Research Opportunities 

Based on the literature, there are many opportunities for additional research related to GAI in cybersecurity. First, 

a look at emerging trends with GAI use in cybersecurity.  

6.1 Emerging Trends in GAI for Cybersecurity 

With GAI in its early stages of integration into cybersecurity, much of the literature examines possible use cases 

for the technology within the cybersecurity domain rather than actual use. Going forward, GAI may be integrated 

into automated reporting to further speed up analysis activities and leveraged by cybersecurity teams to predict 

future threats as well as support activities for tabletop exercises to prepare the organization to respond effectively 

to a cyberattack. Because threat intelligence sharing focuses on a common set of threats, there could be 

consolidation in this area into a few major players offering a comprehensive threat intelligence package with GAI 

integration that operates similarly to how antivirus software works today, in that organizations will receive regular 

local updates based on a centralized database from a vendor rather than trying to manage it at the organization 

level. While these are speculative ideas, the research gaps and opportunities are more clearly defined. 

6.2 Research Gaps and Opportunities 

Current research addresses technical aspects of using GAI tools and proposes ideas for how the technology can 

possibly be used; however, there are gaps identified by this scoping review concerning the practical aspects of 

organizational decision-making to determine whether or not to integrate GAI and the activities involved with 

implementing GAI technology into cybersecurity activities. Future research should explore business cases and 

decision criteria, implementation practices, benefits realized from integrating GAI with cybersecurity, impacts of 

the changing cybersecurity threat landscape, and challenges or additional risks identified during implementation 

and operations. Additionally, current studies are predominantly qualitative, so future quantitative studies could 

assist practitioners in understanding best practices, standards, benefits, and challenges with tools beyond 

theoretical possibilities. As GAI is still evolving as a technology, it is also possible that new capabilities will lead 

to additional research opportunities.   

7. Discussion 

While organizations have been integrating AI into cybersecurity and benefiting from automation that reduces the 

time to detect and respond to cyberattacks, GAI is in its early stages of exploration to identify capabilities and 

optimal utility. Because large amounts of data are required in order to effectively train and tailor GAI tools to 

organizational needs, organizations that have large amounts of proprietary data and technical teams capable of 

building and integrating that data into GAI tools are well-positioned to make the most of the technology. For 

organizations that do not have the resources, there are commercial tools that leverage large datasets of 

cybersecurity data and may be of use. An additional challenge is understanding which use cases make sense for 

each organization, given a lack of predefined criteria. In order to assess utility, organizations need to clearly define 

business cases and assess both the risks and benefits of various solutions. Based on the literature, use cases that 

seem to be most likely to be worth the investment are predicting and designing a defense against potential threats 

using GANs, enhancing research and reporting activities with GAI, and developing a chatbot to guide 

cybersecurity teams through remediation activities. Future research may discover additional use cases while also 

addressing the gap in understanding of real-world applications, processes that support effective use, and 

measurable outcomes to assess results. 
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Appendix A  

Tables 

 

Table 1. Sources included in the scoping review with methods and theories summarized 

Source Methods and theories 

Aceto et al., 2024 

Empirical study comparing different types of data models for training synthetic data 

generators. 

Alawida et al., 2024 
A narrative review of ChatGPT and cyberattacks with quantitative analysis of a user 

awareness survey of how ChatGPT relates to cyberattacks. 

Aldasoro et al., 2024 
A narrative review of GAI and how it relates to cyber risk for the banking industry with 

quantitative analysis from a survey about AI and cyber security for the banking sector. 

Almeida & 

Gonçalves, 2024 

Adjusted Market Inefficiency Magnitude (AMIM) is used to quantitatively analyze market 

efficiency. 

Alwahedi et al., 2024 
Semi-structured literature review focusing on cyber threat detection, machine learning 

techniques, Intrusion Detection Systems (IDSs), open issues, and the future with GAI. 

Andreoni et al., 2024 
A narrative review focusing on the use, issues, and advancements of GAI for securing 

autonomous systems (e.g., self-driving cars, robotic arms). 

Dhoni & Kumar, 2023 
GAI tool exploration and literature review (narrative) focusing on benefits, issues, and 

issue mitigation with the topics of GAI and cybersecurity. 

Drew, 2024 
Expert panel discussion of risks, opportunities, and applications of GAI, along with 

automation and AI tools for accounting applications. 

Dwivedi & Elluri, 

2024 

Bibliometric analysis of published research about GAI using quantitative analysis of 

characteristics, research themes,  social network, and performance. 

Eze & Shamir, 2024 
Empirical evaluation of multiple methods of automated classification of AI-generated 

phishing emails from known datasets using statistical analysis. 

Gill & Kaur, 2023 
Semi-structured literature review of ChatGPT, including background, capabilities, 

beneficial uses, integration with IoT, trends, and research opportunities. 

Guo et al., 2023 
A narrative review of AI-generated content (AIGC), security challenges and mitigations, 

and security applications. 

Gupta et al., 2023 
Semi-structured literature review of GAI applications for cybersecurity, including risks 

and beneficial uses for both attackers and defenders. 

Hamouda et al., 2024 

Experiments were conducted with the introduced FedGenID security framework, with 

results quantitatively analyzed to assess efficacy using a known dataset that can generate 

synthetic data to augment the dataset. 

Hu et al., 2024 
An essay discussing security and AI governance benefits of integrating data infrastructure 

into an overall infrastructure strategy. 

Humphreys et al., 

2024 

Semi-structured literature review of cybersecurity and AI concerns using a blend of 

principlist ethics and framework for a Good AI society as a framework to identify and 

analyze ethical obligations and risks. 

Jüttner et al., 2024 

Plan-Do-Check-Act cycle applied to cyber security. Research conducted experiments to 

evaluate the ability of a GAI tool to provide actionable and accurate explanations of home 

security alerts to non-technical individuals. 

Kam et al., 2024 

Grounded theory qualitative analysis of public Reddit posts to represent interactions 

between human cognition and GAI then from cybersecurity professionals via online panel 

discussions to understand how GAI was perceived. Open, axial, and selective coding were 

used. 

Khatun et al, 2023 
Structured review of healthcare IoT devices and the importance of monitoring the devices 

along with an overview of cybersecurity risks and mitigations. 

Kolochenko & 

Heiskell, 2024 

Commentary focusing on impacts and risks for lawyers from GAI, cybersecurity, and 

cybercrime. 

Loh, 2023 
A narrative review of ChatGPT and GAI chatbots that explores risks and benefits for 

healthcare. 

Mahboubi et al., 2024 
A systematic review of cyber threat hunting techniques and challenges to understand best 

practices, hypothesis models, challenges, and how challenges can be addressed. 
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Mavikumbure et al., 

2024 

A systematic review of GAI and cybersecurity of Cyber-Physical Systems (CPS) focusing 

on history, risks, beneficial uses, and risk mitigations. 

Palani et al., 2024 
Semi-structured review of AI technologies and cybersecurity to explore concepts, trends, 

uses, impacts, and prevalence of usage. 

Pasupuleti et al., 2023 
A narrative review of cybersecurity risks and challenges that exist as a result of GAI and 

ChatGPT. 

Pattison-Gordon, 

2024 

Profile of Michael Makstman, CISO for the city of San Francisco, and his work on 

cybersecurity. 

Raman, Calyam et al., 

2023 

An experiment was conducted with ChatGPT and Bard to evaluate their performance on a 

Certified Ethical Hacking Exam, with the results analyzed quantitatively to assess which 

tool performed better. 

Raman, Pattnaik et al., 

2023 

A systematic review using the PRISMA protocol to review other AI review papers to 

identify themes and categories. 

Renaud et al, 2023 
High-level information about cybersecurity risks from ChatGPT and what organizations 

and individuals can do to mitigate the risks. 

Saddi et al., 2024 

An experiment was conducted to quantitatively evaluate the effectiveness of a new GAI 

algorithm compared to four existing ones to improve cyber security and threat intelligence 

in organizations. 

Sai et al, 2024 
A narrative review of GAI used for cybersecurity applications along with capabilities and 

limitations. 

Shahid & Imteaj, 2024 Commentary about GAI cybersecurity risks and suggestions to address them. 

Ssetimba et al., 2024 

Application of machine learning (ML) theory, natural language processing (NLP) theory, 

GAI theory, and compliance theory to quantitatively analyze case studies and existing data 

sources. The analysis provides positive impacts of using tools with ML, NLP, and GAI to 

improve fraud detection and compliance for financial services companies. 

Szmurlo & Akhtar, 

2024 

Structured review of chatbots, providing definitions, history, functionality, technical 

overviews, uses and impacts, attacks on and with chatbots, defenses for and with chatbots, 

limitations, and examples of chatbots used for cyberattacks. 

Takale et al., 2024 
A structured review of GAI cybersecurity risks and mitigations for text-based, media-

based, and code-based GAI tools. 

Teig & Eiken, 2024 

Case study of the integration of large language models with PentestGPT to evaluate the 

impact on penetration testing. Quantitative analysis of penetration testing results and 

qualitative thematic analysis of researcher observations were conducted. 

Teo et al., 2024 
Semi-structured review of risks and mitigations for cybersecurity in GAI applications and 

as a tool to support cybersecurity for healthcare organizations. 

Vemuri et al., 2024 
Semi-structured review of GAI use for detecting and mitigating cybersecurity threats, 

including pros and cons of different adaptive GAI approaches. 

Wang, 2024 
A systematic review of GAI in the cybersecurity field, identification of issues and 

challenges, ethical aspects, and strategies to address security risks 

Yi & Yao, 2024 

An empirical study to test the relationship between proposed evaluation criteria (vertical 

field score) and the generated text quality for a set of input questions designed for five 

distinct cybersecurity problems, using the Chinese language. 

 

Table 2. Cybersecurity functions supported by GAI in commercial software  

Cybersecurity Function Commercial Software (with GAI) 

Code vulnerability identification 

and analysis 

• Microsoft GitHub Copilot (Bartolo, 2023) 

• Snyk Developer Security Platform (Snyk, n.d.) 

• VirusTotal Code Insight (Quintero, 2023) 

Identity management • Microsoft Copilot for Security (Microsoft, n.d.) 

Incident response • Microsoft Copilot for Security (Microsoft, n.d.) 

Phishing detection and reporting • IRONSCALES Themis Copilot for Microsoft Outlook 

(IRONSCALES, 2023) 

• NVIDIA Spear Phishing Detection AI Workflow (NVIDIA, n.d.) 

Remediation identification and 

guidance  

• Secureframe Comply AI (Lee, 2023) 

• Tenable ExposureAI (Tenable, n.d.) 
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Threat intelligence • Google Threat Intelligence (Potti & Joyce, 2024) 

• Microsoft Copilot for Security (Microsoft, n.d.) 

• SentinelOne PurpleAI (SentinelOne, 2023) 

• Tenable ExposureAI (Tenable, n.d.) 

• VirusTotal Code Insight (Quintero, 2023) 

Note. Commercial software was identified in October 2024; the list is a sample and not intended to be exhaustive. 
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